
Introduction
In 1952, Erwin Schrödinger, one of the

founders of quantum mechanics, wrote in
The British Journal for the Philosophy of Science:

“One never realizes experiments with 
a single electron or an atom or a small
molecule. In thought experiments, one
assumes that sometimes this is pos-
sible; invariably, this leads to ridiculous
consequences….One may say that one
does not realize experiments with
single particles, more than one raises
ichthyosaurs in the zoo.”1

Fifty years after this prediction, single
electrons and atoms (see Figure 1) are being
isolated and studied in several laboratories
around the world.2 New techniques, often
known by the term quantum technology,
allow the manipulation and control of these
systems. This technology relies on the subtle
properties of the quantum world to store
and transmit information and to implement
quantum algorithms that may lead to ex-
ponentially faster computation than is cur-
rently possible with classical machines.

Several motivations drive the develop-
ment of this area of research. The control
of single atoms and photons offers an 

interesting prospect for the investigation
of fundamental aspects of quantum me-
chanics, involving, for instance, the behav-
ior of microscopic systems under continuous
monitoring and the properties of “entan-
gled” states. These states exhibit one of the
most subtle aspects of quantum mechanics:
two systems that have interacted in the past
remain correlated in such a way that, even
though their global state is well-defined, the
individual state of either system is unde-
termined. However, measurement of the
state of one of the systems determines the
state of the other one, even if the two sys-
tems are far apart.

To illustrate, suppose that “Alice” and
“Bob” share two photons with entangled
polarizations that are random but identi-
cal. When Alice measures the polarization
of the photon in her possession to check if
it is horizontal or vertical, there is a 50%
chance for each result. The same is true for
Bob’s photon. However, entanglement 
assures that both photons will always be
found with identical polarizations. Before
measurement, each photon does not have a
well-defined polarization. The global prop-
erty specified by the entangled state implies
that a measurement will find both photons
with the same polarization.

MRS BULLETIN • VOLUME 30 • FEBRUARY 2005 99

Quantum Information
Luiz Davidovich

Abstract
The following article is based on the plenary address by Luiz Davidovich (Federal

University of Rio de Janeiro), presented on April 14, 2004, at the 2004 MRS Spring
Meeting in San Francisco.The field of quantum information is a discipline that aims 
to investigate methods for characterizing, transmitting, storing, compressing, and
computationally utilizing the information carried by quantum states. It owes its rapid
development over the last few years to several factors: the ability, developed in several
laboratories, to control and measure simple microscopic systems; the discovery of fast
quantum algorithms; and the recognition that Moore’s law will soon lead to the single-atom
limit of elementary computing gates. Cryptography and quantum computing are among
the main applications in the field.They rely on the subtle and fundamental properties 
of the quantum world: the unavoidable disturbance associated with measurement, the
superposition principle, and the nonlocal properties of entangled states. Progress in this
area is intimately connected to a deep understanding of quantum physics: recent
achievements include the experimental demonstration of teleportation and detailed
investigations of the role of the environment in the quantum–classical transition.This 
article reviews basic concepts and recent developments in the field of quantum information,
emphasizing the close ties between fundamental research and possible applications.

Keywords: cryptography, decoherence, quantum computers, quantum information,
teleportation.

s ever greater numbers of bits 
are crammed into smaller and
smaller volumes to increase the

memory and computing capacity of digi-
tal computers, we must consider the 
ultimate end of such cramming. What
happens when bits get so small that they
consist of a single atom? At this scale,
quantum effects become significant, and
the life of a bit becomes much more 
complex. Instead of existing in either a 0
or a 1 state, a quantum bit, or “qubit,” can
exist in both states at the same time—a
concept called “superposition.” While
such an indeterminate state would
seem to rule out the use of qubits for
practical computing purposes, scientists
have shown that quantum computers
consisting of only a few hundred atoms
could perform massive parallel com-
putations of great significance to the
fields of cryptography, database search-
ing, and modeling of complex real-world
systems such as an ensemble of atoms
undergoing a phase transition. Practical
algorithms already exist to take ad-
vantage of quantum computing systems;
what remains is to solve the problems
of assembling a working quantum 
computer.

The following articles by Luiz Davi-
dovich and Bruce E. Kane shed light
upon the world of quantum information
from two different angles. Davidovich
discusses the theory of quantum com-
puting in detail to show the possibilities 
of the technology, including encryption
and teleportation of data. Through in-
sightful explanations of basic concepts
and lively examples of encrypted com-
munications, he gives us an overview of
the field.

Kane, on the other hand, looks at the 
materials challenges involved in imple-
menting a quantum computing device.
He shows that while solid-state qubits
based on doped silicon are theoretically
possible, their implementation may prove
to be extremely challenging.The inherent
variability of devices made by solid-state
processing techniques may prevent the
positioning of a single atom of phos-
phorus on a silicon lattice with the
atomic-level precision necessary for
quantum computation. Still, microposi-
tioning or self-assembly techniques that
have yet to be developed may solve this
problem.

Together, these two articles provide
the theoretical and practical bases for
understanding possible materials solu-
tions to the challenge of quantum 
computing.

—Eds.
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The property of entanglement has been
known for a long time.3 New insights on this
intriguing quantum property have been
obtained, however, in recent years.4 They
have led to the development of quantitative
laws4 and to the discovery of new commu-
nication schemes, like the teleportation of
quantum states, which will be discussed
later in this article.

Meanwhile, the exponential growth in the
number of transistors in the central proc-
essing units of computers, as predicted by
Gordon Moore in the 1960s, implies that
the number of atoms needed to codify a
single bit of information is cut in half in a
period of approximately two years. This
progression would lead us, around 2015,
to a regime in which each bit of information
will be stored in a single atom, which would
imply the saturation of Moore’s law (al-
though, even before that point, the expo-
nentially mounting costs of chip production
may be a strong deterrent to continued
progress along this line). As the single-
atom limit is approached, it becomes natural
to think of using the quantum properties
of the atoms to implement new computa-
tional algorithms that would allow the in-
crease of the processing speed, despite the
saturation of Moore’s law.

In 1994, Peter Shor, then a researcher at
AT&T, found a quantum algorithm for the
factorization of a number into prime factors
that was much faster than the best classical
algorithm known to date.5 The time it takes
a classical computer to factor a number in-
creases exponentially with the length L of
the number. This is the reason why factor-
ization of large numbers is the basis of the
RSA public key encrypting system, named
after River, Shamir, and Adler, who invented

this system in 1977. It is used, for instance,
in Internet transactions. Shor demonstrated
that a quantum computer—that is, a com-
puter that employs the laws of quantum
mechanics to implement its calculations—
could factor a large number in a time that
would increase only quadratically with the
length L of the number, that is, as L2.
Therefore, building such a computer would
realistically allow one to break encryptions
based on factorization.

In 1997, Lov Grover showed that a quan-
tum computer could make a database
search with a quadratic gain in speed with
respect to a classical computer search.6

Even before that, Paul Benioff7 and
Richard Feynman8 in 1982, and David
Deutsch9 in 1985 had discussed the possi-
bility of building a quantum mechanical
computer. Recent contributions have pro-
posed the use of quantum computers for
the simulation of interesting physical sys-
tems, like an ensemble of atoms undergoing
phase transitions, allowing in this case an
exponential gain in the computation speed
with respect to classical computers.

The interconnection between basic and
applied research permeates the field of quan-
tum information. The subtle properties of
the quantum world have found new appli-
cations, like quantum cryptography, that go
beyond the realm of quantum computers.

In the following, I will discuss some pe-
culiar features of quantum mechanics and
show their relevance for quantum compu-
tation and quantum cryptography.

Peculiarities of Quantum
Information

Classical computers codify information
by means of a sequence of bits in one of two

states, 0 or 1. In quantum computers, this
codification is made through quantum bits,
or “qubits,” that can be in a superposition of
two states.

A qubit can be physically realized
through, for instance, the spin of an electron
or the polarization of a photon. For an
electron, the “spin up” and “spin down”
states correspond to the states 0 and 1,
while other directions of the spin corre-
spond to superpositions of these two states
(in the same way that a vector in three-
dimensional space can be written as a super-
position of the basis vectors). For a single
photon, the horizontal (H) and vertical (V)
polarizations along a given set of axes
would correspond to the states 0 and 1 of
the qubit. Other directions of polarization
would correspond to superpositions of
these states. Since photons are never at rest,
we refer to them as “flying” qubits.

Classical information is robust in the
sense that it can be stored (for instance, a
bit can be stored in a capacitor, which cor-
responds to the state 1 when charged and
to the state 0 when discharged), read, and
copied without being destroyed. These
simple properties do not hold for quantum
information.

In order to illustrate the special features
of quantum information, let us consider a
qubit based on the polarization of a single
photon.

The polarization of light can be measured
by polarizers: the intensity of the trans-
mitted light depends on the orientation of
the axis of the polarizer with respect to the
direction of polarization of the light beam,
maximum transmission being obtained
when the axis of this measuring device is
parallel to the polarization of the beam.
For an arbitrary angle � between the po-
larization of light and the axis of the po-
larizer, the corresponding transmitted
intensity I� is given in terms of the maxi-
mum intensity I0 by I� � I0 cos2 � (this ex-
pression is known as Malus’s law in
classical optics). By rotating the polarizer,
and measuring the intensity of the trans-
mitted light, one is thus able to determine
the direction of the polarization of the in-
cident light. If the axis of the polarizer
does not coincide with the direction of
light polarization, this polarization is
changed by the measurement: indeed, the
emerging light becomes polarized along the
polarizer’s axis.

The peculiarities of quantum information
come in when one considers what happens
with single photons. These entities cannot
be split: a single photon is either transmit-
ted or absorbed. In this case, the orientation
of the axis of the polarizer with respect to
the polarization of the photon will deter-
mine the probability that the photon is
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Figure 1. Optical photograph of seven ions in a harmonic trap built by Rainer Blatt’s group at
the University of Innsbruck.The average ion distance is 14 �m.The image was taken with a
slow-scan-intensified CCD camera, which allows for exposure times as short as 5 ns with a
repetition rate of up to 10 kHz.This frame is part of a video that can be found at http://heart-
c704.uibk.ac.at/oscillating__ions.html. (Courtesy Rainer Blatt, University of Innsbruck.)



transmitted. For an ideal polarizer, a photon
will certainly be transmitted if it is polar-
ized along the axis of the polarizer, and it
will not go through if its polarization is 
orthogonal to that axis. For polarizations
forming an angle � with the axis of the po-
larizer, the probability of transmission of
each photon is given by cos2 �. Thus, for an
angle � � 45�, the photon has a 50% chance
of being transmitted (since cos2 45� � 1/2).

Malus’s law for classical light is recov-
ered from these considerations: if one con-
siders a large number of identical photons
hitting the polarizer, the fraction of trans-
mitted photons, and therefore the intensity
of the transmitted beam, must be propor-
tional to cos2 �. In contrast, the transmission
of an unpolarized light beam—for which
the photons have random polarizations—
does not depend on the orientation of the
polarizer. Once a photon goes through, one
knows its polarization after it is transmitted
(it should be along the polarizer axis).

However, for a single entity, one does
not have any way of finding out what its
polarization was before it hit the polarizer.
Indeed, if a photon goes through, this does
not mean that its polarization was parallel
to the axis of the polarizer: the photon has
a probability of being transmitted for any
polarization not orthogonal to that axis.
This means that it is impossible to measure
the polarization state of a single photon.
Also, if we do not know a priori the direc-
tion of polarization of a photon, measure-
ment along any other non-orthogonal
direction changes the state of the photon.
This unavoidable change in the state of a
system upon measurement is an essential
feature of quantum mechanics.

Furthermore, the state of a single photon
cannot be copied. This is the so-called 
no-cloning theorem.10 Note that if the state
could be copied, one would be able to
measure it, since one could then build a
macroscopic photon beam and measure
its polarization by changing the orientation
of the axis of the polarizer and verifying
for which orientation one would achieve
maximum transmission.

This discussion may help one to under-
stand the special role played by the super-
position principle in quantum mechanics.
When one says that the state of a photon
with a 45� polarization is a superposition of
two states corresponding to horizontal and
vertical polarization, this is quite different
from saying that we are not sure whether
the photon has horizontal or vertical po-
larization, there being a 50% chance for
each of these two orientations. This last
statement, which corresponds to a classical
probabilistic description, would imply a
complete statistical uncertainty about the
state of polarization of the photon (and,

therefore, an unpolarized light beam). In
contrast, the quantum superposition de-
scribes a polarized photon. In the quantum
jargon, one says that these two cases cor-
respond to a pure quantum state and a
statistical mixture, respectively. The differ-
ence between them can be tested experi-
mentally by changing the orientation of a
polarizer placed in front of the beam and
verifying whether the transmitted intensity
changes or not.

In the same way, a collection of spin-1/2
particles in a superposition of the spin-up
and the spin-down states is quite different
from a statistical ensemble of particles with
spin-up or spin-down, which could be de-
scribed as a collection of classical bits in the
states 0 or 1.

These features of quantum information
have an interesting application in quan-
tum cryptography, as will be shown in the
following section.

Quantum Cryptography
The bottleneck of cryptography is the safe

distribution of the cryptographic key. A
quantum mechanical protocol for sending a
key was proposed in 1984 by Charles Bennett
and Giles Brassard.11 Suppose a sender
(Alice again) wants to transmit a crypto-
graphic key to a receiver (Bob). They use,
for this purpose, photons polarized along
two non-orthogonal bases, forming an angle
of 45� with respect to each other and ran-
domly chosen for each photon. Then they
follow these steps:
1. Alice sends to Bob a sequence of photons
corresponding to the two non-orthogonal
bases, randomly chosen. Note that Alice
makes, for each photon she sends, two ran-
dom choices: first she chooses the basis,
and then the polarization of the photon in
the chosen basis (“horizontal” or “vertical,”
with respect to the axes of the basis). She
carefully writes down the choices made
for each photon.
2. Bob measures the polarization of each
photon he receives, randomly using either
one of the bases. In order to do this, he
makes a random choice of the orientation
of the axis of a polarizer in his possession,
making it parallel to the “horizontal” axis
of one or the other of the bases. He then
writes down in his notebook whether the
photon was transmitted or not (correspon-
ding, respectively, to the photon having,
after transmission, “horizontal” or “verti-
cal” polarization in Bob’s basis). This does
not allow Bob to infer the polarization of
the photon sent by Alice. If, for instance,
the photon is transmitted through his po-
larizer, this does not imply that its polar-
ization was parallel to the axis of the
polarizer before detection, since if Bob’s
basis is forming 45� with respect to the basis

used by Alice, the photon has a probability
of one-half of being transmitted, inde-
pendently of whether it is a “horizontal”
or “vertical” photon in Alice’s basis.
3. Alice and Bob compare their choices of
bases through a public channel, and keep
only the results corresponding to identical
choices (approximately half of the results).
For this subset of the data, Alice and Bob
should agree on the polarization of each
photon (“horizontal” or “vertical” with re-
spect to the common basis): their data are
perfectly correlated. They end up, there-
fore, sharing a random sequence of bits
HHVHVV…, which can be used as a key
to code and decode messages through
public channels.

If a third party (“Eve”) intercepts the
qubits, measures them, and resends them
to Bob, she necessarily disturbs their cor-
relations, since whenever she uses a basis
different from the one used by Alice she
changes the polarization of the photon.
This can be perceived by Alice and Bob, by
publicly comparing (and throwing away
afterwards) a sample of their data.

Note that essential properties of quan-
tum mechanics are involved in this protocol.
Indeed, if Eve could replicate the state of a
single photon, she would then be able to
send it to Bob without him noticing that
the information was read.

Quantum cryptography has been demon-
strated by several groups.12 On April 21,
2004, the Mayor of Vienna transferred
money from City Hall to Bank Austria
Creditanstalt over a fiber-optic cable using
a quantum “key” made of single photons
to ensure that the transfer was completely
secure.13  Several companies have developed
quantum cryptography prototypes, and
the first products are now commercially
available.14

Other proposals for quantum commu-
nication have relied on even more subtle
properties of quantum mechanics. This
will be shown in the next section.

Entanglement and Teleportation
Entangled states of flying qubits (pho-

tons) can be produced by shining ultra-
violet laser light on a nonlinear crystal.
Under the appropriate conditions, each
photon of the incoming light generates a
pair of entangled photons, produced simul-
taneously (and, for this reason, called “twin”
photons). These two photons have orthog-
onal polarizations and satisfy the typical
properties of entangled states: when the
polarization of each photon is measured
to check if it is horizontally or vertically
polarized, there is a 50% chance of each 
result. However, the two photons are al-
ways detected with orthogonal polariza-
tions. Once produced, these photons fly
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apart (keeping, however, their quantum
correlation).

In 1993, Charles Bennett and co-workers15

showed that entangled states could be used
to transport the quantum state of one
qubit to another qubit. This was called by
them “teleportation.” In this process, the
state of the first qubit is changed, so that the
no-cloning theorem is not violated.

Suppose Alice wants to transmit the
quantum state of a qubit to Bob. She has
two serious problems. First, if she has just
one qubit, she cannot possibly measure its
state (remember that the state of a single
entity, like a photon, cannot be measured).
So, she must send information which is
unknown to her. Second, even if she some-
how knows the state (for instance, she could
have produced the state herself), in order
to transmit it to Bob she needs an infinite
number of bits (since an arbitrary state of
polarization of a photon, or an arbitrary
direction of the spin of an electron, is de-
scribed by angles, which are continuous
numbers, requiring in general an infinite
number of bits to be specified).

Successful teleportation can, however,
be achieved with only two bits of infor-
mation, transmitted by classical means (for
instance, a telephone line), by letting Alice
and Bob share a “quantum communication
channel” consisting of an entangled pair of
particles: Alice keeps one of the particles
(particle A) while Bob keeps the other one
(particle B). Here we will specify that these
particles are photons.

In order to transmit the polarization state
of her photon (let us call it photon X), Alice
makes measurements on the pair of pho-
tons in her possession, A and X. She cannot
simply measure the state of X: the outcome
of the measurement would be different from
the original state of X, since the measure-
ment changes the state of the photon. In-
stead, she measures global properties of
the two photons A and X. For instance, she
may determine that the two photons in her
possession have orthogonal polarizations.
It turns out that there are four possible re-
sults for the quantum relations between the
pair of photons kept by Alice (which can
be classified by two bits of classical infor-
mation: 00, 01, 10, and 11; for details, see
Reference 15). She transmits the outcome
of her measurement (one of the four pos-
sibilities) to Bob. After receiving this mes-
sage, Bob applies a transformation to his
photon, which depends on the result ob-
tained by Alice. Each of the four possible
outcomes corresponds to one of four pos-
sible transformations. One of them is, for
instance, rotating the polarization of the
photon by 90� (which can be done by let-
ting the photon pass through an optical
device called a half-wavelength plate). In

Reference 15 it is shown that, after the
proper transformation, the state of photon
B coincides precisely with the original state
of photon X (which has been changed by
Alice’s measurement). The quantum state
of Alice’s qubit is thus transferred to Bob,
without either Alice or Bob knowing it!
This scheme is sketched in Figure 2.

The first proposal for an experimental
realization of teleportation16 was in the
field of cavity quantum electrodynamics,
which deals with the interaction between
atoms and photons in cavities with very low
losses (in the microwave domain, they are
able to keep a photon inside for a time 
period of up to a fraction of a second).17 In
this case, the quantum channel is an en-
tangled state that describes a single photon
in one of two cavities and no photons in
the other. The state does not specify, how-
ever, which of the two cavities contains
the photon. This quantum channel allows
the teleportation of the state of an atom
crossing the first cavity to a second atom,
going through the second cavity.

Experiments on teleportation have been
done by several groups.18

The Basic Blocks and the
Requirements for Quantum
Computation

In 1995, it was shown by DiVincenzo and
co-workers19 that any quantum computa-
tion can be reduced to combinations of two
basic blocks: (1) single-qubit operations
(for instance, rotating the spin of an electron

by letting it precess around a magnetic
field, or rotating the polarization of a photon
by letting it pass through a half-wavelength
plate), and (2) a special kind of two-qubit
operation called a “controlled-NOT” gate.
This operation involves an interaction be-
tween two qubits: the state of the second
qubit (the target) is changed if and only if
the state of the first qubit (the control) is 1
(see Table I). Implementation of this gate
in physical systems is less trivial than the
realization of single-qubit operations. One
must look for specific interactions be-
tween two physical qubits that would 
accomplish this result. For instance, using
techniques of nuclear magnetic resonance,
it is possible to tailor the interaction 
between two spins in such a way that, if
the first spin is up, the other is reversed,
while the two-spin state does not change if
the first spin is down (see, for instance,
Reference 2).

Other kinds of two-qubit gates may also
be used as basic building blocks, instead of
the controlled-NOT gate (see accompany-
ing article by Kane in this issue). Useful cal-
culations in a quantum computer, like those
needed to factor large numbers, would
typically involve thousands of qubits and
an equally high number of single- and two-
qubit operations.

This represents a challenge to physicists
and materials scientists, that of finding
systems and materials that would allow the
realization of these gates, with minimal er-
rors and losses, for a large number of qubits
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Figure 2. Quantum teleportation scheme (after Bennett35). A sender (“Alice”) and a receiver
(“Bob”) share an entangled pair of qubits, marked A and B (green lines), used as a
quantum communication channel. Alice makes two binary measurements on the pair (X,A)
and sends the two bits of information to Bob, who then applies one out of four possible
transformations (depending on the information he received from Alice) on his qubit, B, thus
reproducing the state of qubit X.



and operations. Suitable physical systems20

would have to satisfy several requirements:
1. They should be scalable (that is, one
should be able to increase the number of
qubits without increasing exponentially 
the number of operations or resources
needed to perform calculations), with well-
characterized qubits. This means that they
should contain a collection of two-level
systems, like the ground and excited states
of an atom, the two states of a spin-1/2
particle, or the horizontal and vertical po-
larization of a single photon. The require-
ment of scalability should be tested for each
particular system. For instance, a proposal
of quantum computation with photons in-
teracting with optical elements must en-
sure that the number of mirrors, lenses,
and detecting devices does not grow ex-
ponentially with the number of photons.
2. One should be able to initialize the state
of the qubits by, for instance, putting all
qubits in the 0 state at the start of the 
process.
3. Decoherence times should be much
longer than the gate operation time. Deco-
herence times characterize the dynamics of
any qubit—or more generally, any quan-
tum system—in contact with its environ-
ment. The interaction of a quantum system
with its environment transforms quantum
superpositions into statistical mixtures, and
qubits into classical bits, which implies that
the quantum features of the system are lost.
4. They should allow the realization of a
complete set of logic gates (for instance, op-
erations on single qubits plus controlled-
NOT gates).
5. They should allow individual measure-
ment of the qubits.

One should also be able to convert sta-
tionary qubits to flying qubits, so that the
results could be transported from one place
to the other. The flying qubits should allow
faithful transmission of the information.

Many systems have been proposed as
possible devices for quantum computation,
including trapped ions,21 quantum dots,22

Josephson junctions,23 molecules in liquid
solutions,24 impurities in silicon,25 and op-
tical lattices.26 Each of these systems has its
own advantages and limitations.

Trapped ions offer the possibility of pre-
cise operations and easy measurement of
the qubits, but may require a sophisti-
cated, non-portable setup. In this case, the
qubits correspond to two levels of the 
hyperfine structure of the ground state of
the trapped ions. The long-lived nature of
these states implies long decoherence times.
Single-qubit operations are realized by ap-
plying laser fields to each ion, while two-
qubit gates are produced by means of a
collective vibration mode of the ions in the
trap. Experiments demonstrating two-qubit
gates have been realized recently.27

Molecules in liquid solutions, with their
atomic spins manipulated through nuclear
magnetic resonance techniques, have been
used to demonstrate the factorization of the
number 15 using Shor’s algorithm,24 but
the signal-to-noise ratio decreases expo-
nentially with the number of qubits.

Optical lattices have allowed the simu-
lation of phase transitions for systems of
spins,26 but it is not known how an indi-
vidual qubit could be addressed.

Josephson junctions allow the realiza-
tion of robust qubits, but the demonstra-
tion of elementary gates lags behind other
systems.

Quantum dots and impurities in silicon
are certainly appealing to the semiconduc-
tor industry, and might lead to more
portable systems. Advantages and limita-
tions of these systems are discussed in the
accompanying article by Kane in this issue.

A complete understanding of the scal-
ing properties of these systems is far from
being achieved and represents a consider-
able challenge for physics and materials
science.

Decoherence, Quantum
Computers, and the
Quantum–Classical Limit

Fighting decoherence is a major concern
in these implementations. As we have 
seen before, decoherence, which stems from
the interaction between a qubit and its en-
vironment, transforms quantum super-
positions into statistical mixtures. Therefore,
under its action, quantum computers be-
come classical.

Several strategies have been proposed to
circumvent this obstacle, including quantum
error correction,28 decoherence-free sub-
spaces,29 and reservoir engineering.30

I concentrate here on quantum error cor-
rection, which is of more universal applica-
tion than the other techniques. In classical
computation, additional bits (like parity-
checking bits) allow the correction of errors
in strings of bits. In a similar way, quan-
tum error correction relies on additional
ancillary qubits. With a suitable sequence of
quantum computations and measurements
of these ancillary qubits, errors caused by
decoherence can be detected and corrected.
This procedure is successful as long as the
decoherence time is 104�105 times larger
than the time for the execution of an indi-
vidual quantum gate.31

Decoherence is actually an important
phenomenon in the emergence of the clas-
sical world from quantum mechanics.32 It
helps to explain why, while it is common-
place to have an atom in a superposition
of two states, one does not see in the
macroscopic world quantum superposi-
tions of distinguishable states of the same
object, like a body localized at two differ-
ent positions at the same time or simulta-
neously alive and dead—the example
known as Schrödinger’s cat.3 Decoherence
transforms these superpositions into sta-
tistical mixtures within a very short time
that decreases with the “macroscopicity”
of the superposition.

The behavior of decoherence with the
size of the system was investigated in the
realm of cavity quantum electrodynamics.33

A superposition of two distinguishable
classical-like states (i.e., different phases) 
of the electromagnetic field in a cavity
with very low losses is created by an atom
that crosses the cavity, interacts with the
field, and is detected afterwards. A second
atom, sent through the same cavity, meas-
ures this state, allowing the differentia-
tion between a quantum superposition
and a statistical mixture of the two field
states.

The study of the phenomenon of deco-
herence is therefore not only of practical
importance, since it is a major obstacle for
large-scale quantum computation, but it 
is also closely connected to fundamental
questions of quantum mechanics.

Conclusions
Quantum information presents formi-

dable challenges to physicists, mathemati-
cians, computer and materials scientists,
and engineers. It has the potential of leading
to groundbreaking advances in sciences
and engineering, including computation,
communication, precision measurements,34

and the foundational understanding of

Quantum Information

MRS BULLETIN • VOLUME 30 • FEBRUARY 2005 103

Table I:Truth Table for the “Controlled-NOT” Gate.

Inputs Outputs  
Control Qubit Target Qubit Control Qubit Target Qubit

0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0

Note: The state of the target qubit is changed if and only if the control bit is in state 1.



quantum mechanics. The main aim of this
field is to use quantum physics to dramati-
cally enhance the acquisition, processing,
and transmission of information.

Even though demonstrations of quantum
cryptography and of quantum computing
have already been implemented, we still
have a long way to go before practical
quantum computers are engineered. Major
obstacles are the need to minimize the noise
from the environment and of high precision
in the realization of the elementary gates
(error rate of �0.01%). At present, it is not
possible to assess whether these barriers are
surmountable. It is not clear, either, which
of the many systems being studied would
lead the way in the realization of a quan-
tum computer. However, in view of the
high degree of experimental sophistication
achieved in this field, it is quite reasonable
to expect (as has been the case throughout
the history of science) that we will witness
in the future further and unexpected ap-
plications in this field.
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